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Matrizen

Matrix inverse Adjunkte

A =
(
ai j

)
=

 a11 · · · a1n

· · · ai j · · ·

am1 · · · amn

 A−1= 1
|A|

 A11 · · · An1
· · · Ai j · · ·

A1m · · · Anm


Ai j = (−1)i+ j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣



a11 · · · ai( j−1) a1( j+1) · · · a1n

· · · · · · · · · · · · · · · · · ·

a(i−1)1 · · · a(i−1)( j−1) a(i−1)( j+1) · · · a(i−1)n
a(i+1)1 · · · a(i+1)( j−1) a(i+1)( j+1) · · · a(i+1)n
· · · · · · · · · · · · · · · · · ·

am1 · · · am( j−1) am( j+1) · · · amn



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣Determinante Einheitsmatrix

det (A)=|A|=
∣∣∣AT

∣∣∣ = m∑
i=1

ai jAi j =
n∑

j=1
ai jAi j 1 =


1 · · · 0
...
. . .

...

0 · · · 1

 = A · A−1

Transposition

AT =
(
a ji

)
(A · B)T = BT · AT (A · B)−1 = B−1 · A−1

Rechenregeln∣∣∣∣( (a1 + a2) a3
)∣∣∣∣ = ∣∣∣∣( a1 a3

)∣∣∣∣ + ∣∣∣∣( a2 a3
)∣∣∣∣ λ

∣∣∣∣( a1 a2
)∣∣∣∣ = ∣∣∣∣( λa1 a2

)∣∣∣∣ |A · B| = |A| |B|∣∣∣∣( a1 a2
)∣∣∣∣ = ∣∣∣∣( a1 (a2 + λa1)

)∣∣∣∣ ∣∣∣∣( a1 a2 a3
)∣∣∣∣ = − ∣∣∣∣( a2 a1 a3

)∣∣∣∣ ∣∣∣∣( a1 a1 a2
)∣∣∣∣ = 0

Eigenwerte λi Eigenvektoren λi j zu λi Vielfachheiten

P(λ) = det (A − λ1) =
k∏

i=0
(λ − λi)αi = 0 (A − λi1) · λi j = 0 0 ≤ j ≤ βi

1 ≤ βi ≤ αi

αi algebraische Vf.
βi geometrische Vf.

Orthogonalisieren

b j = λi j −
j−1∑
q=1

λi j·bq

b2
q

bq B =
(
b j

)
Definitheit

∀x , 0 : xT
· A · x > 0 ⇔ ∀i : λi > 0 ⇔ A ist positiv definit

∀x , 0 : xT
· A · x ≥ 0 ⇔ ∀i : λi ≥ 0 ⇔ A ist positiv semidefinit

∀x , 0 : xT
· A · x < 0 ⇔ ∀i : λi < 0 ⇔ A ist negativ definit

∀x , 0 : xT
· A · x ≤ 0 ⇔ ∀i : λi ≤ 0 ⇔ A ist negativ semidefinit

sonst: A ist indefinit

Vektor

Spaltenvektor Zeilenvektor Skalarprodukt Kreuzprodukt Betrag

a = (ai) =


a1
...

am

 aT =
(
a j

)
=

(
a1 · · · an

)
a1 · a2 = aT

1 · a2 a1 × a2 =

 a12a23 − a13a22
a13a21 − a11a23
a11a22 − a12a21

 |a| =
√

a · a

Division elementweise Richtungsableitung Jacobi-Matrix

a1
a2
=

a1·a2
a2

2

a1
aT

2
=


a11
...

a1m

 · ( 1
a21

· · · 1
a2n

)
∂a1
∂a2
= (a2 · ∇) a1

∂a1
∂aT

2
=


∂a11
∂a21

· · ·
∂a11
∂a2n

· · ·
∂a1i
∂a2 j

· · ·

∂a1m
∂a21

· · ·
∂a1m
∂a2n


Gleichungssystem (Cramer)

A · x = b xi =

∣∣∣∣∣∣
(

a1 · · · ai−1 b ai+1 · · · an

)∣∣∣∣∣∣
|A|
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Quadriken

a (x) =
(

n∑
i=1

aixi

)2

+
n∑

i=1
dixi + c =

(
xT · A · x

)
+

(
dT · x

)
+ c =

n∑
i=1

(λizi)2 + c′ = 0

a (x) =
(
yT ·

(
BT · A · B

)
· y

)
+

(
dT · B · y

)
+ c =

(
zT ·

(
BT · A · B

)
· z

)
+

(
c − 1

4 dT · A−1 · d
)
=

(
zT ·

(
BT · A · B

)
· z

)
+
|Q|
|A|

mit ai j = ai · a j Q =

 A 1
2 d

1
2 dT c


Hauptachsentransformation Translation/quadratische Ergänzung

x = B · y zi = yi +
dT·bi
2λi

Polynom

Pn(x) =
n∑

i=0
aixi = an

n∏
i=1

(x − xi)αi

Partialbruchzerlegung

Qm(x) = am
r∏

i=1
(x − xi)αi

s∏
j=1

(
x2 + p jx + q j

)β j r∑
i=1
αi +

s∑
j=1
β j = m

Pn(x)
Qm(x) =

r∑
i=1

r∑
j=1

Aiα j

(x−xi)
α j +

s∑
i=1

s∑
j=1

Miβ j x+Niβ j

(x2+pi x+qi)β j

Reihen

I =
∞∫
0

f (x, n)dn , ∞ ⇔
∞∑

n=0
f (x, n) , ∞

Konvergenz

lim
n→∞

( f (n)) , 0 ⇒ I = ∞

lim
n→∞

(n f (n)) , 0 ⇒ I = ∞

lim
n→∞

(∣∣∣∣ f (n+1)
f (n)

∣∣∣∣) > 1 ⇒ I = ∞

lim
n→∞

(
n
√

f (n)
)
> 1 ⇒ I = ∞

lim
n→∞

(
f (n)
g(n)

)
< {0,∞} ∧

∞∫
0

g(n)dn , ∞ ⇒ I , ∞

lim
n→∞

(∣∣∣∣ f (n+1)
f (n)

∣∣∣∣) < 1 ⇒ I , ∞

lim
n→∞

(
n
√

f (n)
)
< 1 ⇒ I , ∞

∞∫
0
| f (n)| dn , ∞ ⇒ I , ∞

f (n) = (−1)n |g(n)| ∧ lim
n→∞

(g(n)) = 0 ⇒ I , ∞
∞∫

N
f (n)dn ≤

∞∑
n=N

f (n) = S −
N−1∑
n=1

f (n) ≤ f (N) +
∞∫

N
f (n)dn

Geometrische Reihe

sn = a
n−1∑
i=0

qi = a 1−qn

1−q

Taylorreihe

T (x) =
n∑

i=0

f (i)(x0)
i! (x − x0)i + Rn(x) Rn(x) =

x∫
x0

(x−t)n

n! f (n+1)(t)dt = f (i+1)(x...x0)
(i+1)! (x − x0)i+1

T (x + dx) =
n∑

k=0

dk f (x)
k! + Rn(x) Rn(x + dx) = dk+1 f (x...(x+dx))

(k+1)!


